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Abstract

Porphyry ore deposits are generally located above plutonic apexes, described as finger-like extrusions from a large
underlying silicic magma chamber. Fractures and faults that concentrate around these shallow structures allow
mineral-enriched hydrothermal and magmatic fluids to circulate and exchange heat and mass with the host rock.
Plutonic apexes, however, are not necessarily mineralized. The physical mechanisms invoked for their development
and fracturing are focused on the role of volatile pressure, and we have no clear explanation on the associated
thermo-mechanical processes. Here we present (a) a semi-quantitative scenario to explain how significant relief could
form at the magma chamber roof to give apexes frozen within the shallow crust, and (b) the results of our numerical
modeling of fracturing at plutonic apexes. We suggest that morphologic instabilities, expressed by two-directional
corrugations (crests and troughs) at the crystallizing roof of the magma chamber, could arise at the top of large silicic
batholiths as a result of thermo-mechanical interactions between the reservoir and its surroundings. The corrugated
roofs could form with local apexes several kilometers high. Given that a local extensional tectonic regime would
surround such systems, crystallization of the apexes would promote a concentration of fractures and faults in their
vicinity. In modeling the thermo-mechanical regime around a plutonic apex to show how fractures and faults could
develop, we tested different values for temperature contrasts, extension rates and magma viscosity. Two main regimes
can be identified, depending on the rheological contrast between the magma and its host rock: the one, a single thick
fault connecting the apex to the surface (analogous to a breccia pipe), and the other a network of fractures
surrounding the apex (analogous to a stockwork). Where two apexes are close together, one will cluster the shear
stresses, regardless of its vertical extension, and thus only a single fracture will develop. We thus infer that barren
apexes can be located near mineralized apexes if the distance between them is no greater than the thickness of the
brittle layer, which in turn is highly dependent on local thermal and mechanical conditions.
© 2003 Elsevier B.V. All rights reserved.

Keywords: plutonic apexes; porphyry ore deposits; fracturing; rheological constraints; magma — crust interactions

1. Introduction
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these deposits, i.e. copper, molybdenum, gold,
tungsten, tin and silver, are commonly located
above and around small shallow granite intru-
sions commonly with a porphyritic texture. The
edges of these intrusions are intensely fractured,
enabling hydrothermal fluids to exchange heat
and mass in the permeable zones. However, ore
districts containing several shallow mineralized
granite extrusions also possess barren intrusions.
Regardless of the hydrological and chemical con-
ditions, a channeling of mineralizing fluids re-
quires the presence of faults, vein sets or fracture
networks. Consequently, we need to understand
the physical aspects related to the thermal and
mechanical conditions favoring fracturing above
and around plutonic apexes.

Most reviews on the geology of porphyry-type
deposits refer to cylindrical intrusions, small-di-
ameter stocks of plutonic rocks, or small ‘cupolas’
emplaced at a few kilometers depth and connected
to a large underlying batholith [3,5-7]. These
structures, which we term ‘apexes’, can cluster
fractures and faults above and around their sum-
mits.

Numerous types of porphyry ore deposit can be
illustrated by the oversimplified sketch of a shal-
low granite cupola surrounded by a dense fracture
network and topped with vein sets and breccia

veins and §
breccias §

1 to 4 km

fracture
network

intrusion
Adapted from Kirkham and Sinclair, 1996

Fig. 1. Schematic diagram of a porphyry copper system asso-
ciated with a plutonic apex, after Kirkham and Sinclair [13].
Porphyry mineralization can be located within the fracture
network (crosses) or within the neighboring veins and breccia
pipes (triangles).

pipes, each allowing hydrothermal fluids to depos-
it their metals (Fig. 1). If we classify these ore
deposits according to the associated fracture ty-
pology, then two main classes appear. The one
comprises a network of fractures, faults and
cracks located all around the edges of the plutonic
apex and containing complex mineral assemblages
with a spatial and temporal zonation [8]; this is
the pattern of most porphyry ore deposits. The
other comprises veins and breccia pipes connect-
ing the apex summit to the surface and clustering
the same type of mineralization as found in the
bulk porphyry system (Fig. 1). Both classes are
often depicted in classic descriptions of porphyry
ore deposits, but without any sound explanation
as to the thermal and mechanical processes that
could account for their coexistence. According to
Titley and Beane [3], the degree of fracturing is of
major importance in the mineralization process.

Field accounts often refer to both radial and
concentric fractures surrounding plutonic apexes
(e.g. San Juan deposit, Arizona, [9]). Analytical
solutions as well as numerical simulations [10,11]
show that stresses concentrating at the top of the
buried magma reservoir enable the development
of such radial and concentric fractures above the
intrusion, but they do not take into account the
effect of the temperature-dependent rheology of
magma-related rocks. Even after crystallization
has begun, the temperature is sufficiently high to
strongly modify the location and depth of the
transition between the brittle and ductile mechan-
ical regimes [12]. This transition can even occur in
quartz-rich rocks at temperatures as low as 250-
350°C.

The main objective of our study is to under-
stand how favorable conditions for fluid circula-
tion become established — the fluids themselves
are not incorporated in the models because we
consider the formation of faults and fractures
above a hot magmatic source to be a prerequisite
for mineral deposition. We first present a possible
mechanism for the development of plutonic
apexes, such as those drawn in numerous concep-
tual sketches, and then concentrate on analyzing
the thermo-mechanical behavior of the host rock/
apex system in order to enlighten the processes
that could lead to a given degree of fracturing.
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2. Field observations

Porphyry ore deposits are related to igneous
intrusions emplaced at shallow levels of 1 to
~4 km depth with shapes ranging from elon-
gated to cylindrical and diameters of 1 or 2 km
[2,3,13]. The porphyry copper deposits of south-
west America, for example, are associated with
large (2 km) emplacement centers of multiple plu-
tons [9] considered to be genetically related to a
large underlying batholith. Despite the many con-
ceptual sketches on the formation of such plu-
tonic apexes, the only suggestions for their genesis
invoke a concentration of volatiles from the mag-
ma into cupolas at the top of the magma cham-
bers [5,14,15] but without explaining the physical
processes giving rise to these cupolas.

The case of the Yerington batholith (western
Nevada) and its associated porphyry copper de-
posits has been described in many papers (e.g.
[16,17]). Dilles and Profett [18] were able to re-
construct the batholith geometry together with
the buried granite and its associated apexes (see
Fig. 2). They show that the youngest major intru-
sion (Luhr Hill Granite) formed at least three
cupolas in the center of the batholith, and that
the MacArthur and Bear prospects could be lo-
cated immediately over two other granite apexes,
since the underlying porphyry dikes should en-
counter the Luhr Hill Granite. It can also be sup-

Yerington batholith, Nevada, and associated ore deposits
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Fig. 2. Sketch showing the reconstructed Yerington batholith
(left) after removing Cenozoic tilting and faulting episodes.
The reconstructed cross-section (A-A’) is taken from Dilles
and Proffett [18], and (B-B’) is inferred from their study (see
text for details).
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posed that a cupola is present between Bear Pros-
pect and Yerington mine since another dyke
swarm has been mapped, although with no indi-
cation of mineralization. Although the existence
of barren apexes at Yerington has not been prov-
en (J. Dilles, personal communication, 2002), sev-
eral other field examples can be found in the lit-
erature, some of which are given below.

Heithersay and Walshe [19] describe plutonic
apexes inferred from geophysical anomalies with-
in the Goonumbla Volcanic Complex, Australia —
the largest porphyry-Cu—Au deposit is located on
the flanks of one of these apexes. The case of the
Henderson porphyry-Mo deposit, Colorado, must
also be noted because, according to Carten et al.
[20], it consists of at least 11 separate shallow-
level intrusions, of which eight are cylindrical
and similar in composition.

Field examples show that there is no general
rule relating the number of plutonic apexes to
the number of mineralized bodies. Before at-
tempting any correlation, one has first to under-
stand the apex-forming mechanisms and the re-
lated type of fracturing at their margins. Many
studies have provided examples where the roofs
of large batholiths form peaks and troughs, which
we term here as two-directional corrugations. For
example, the first part of the Titley and Beane [3]
review paper shows several maps where the min-
eralization is concentrated above intrusion centers
ranging in diameter from 1 to 5 km. Norton [21]
gives examples of typical ‘finger-like’ geometries
exhibited by plutonic apexes. In Romania, the
southern Apuseni Mountains are considered to
be underlain by a large (~ 150 km?) batholith in
which porphyry mineralization (e.g. Rosia Poieni)
is located above some of the many plutonic
apexes [22]. To the north, in the Baia Mare dis-
trict, the underlying batholith geometry has been
imaged from geophysical surveys [22,23]; each of
the six cross-sections of the shallow batholith
shows peaks and troughs at the roof (two shown
in Fig. 3). Thus evidence from a number of field
studies indicates that batholith roofs are undu-
lated, and we hope to show that such morpho-
logic instabilities, in the sense of fluid mechanics,
may result from thermal and mechanical interac-
tions between the magma and the country rocks.
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Fig. 3. The mineralized Baia Mare district, Romania, related
to a large underlying batholith. Two cross-sections, inferred
from gravimetric and aeromagnetic surveys, show undula-
tions of the batholith roof. After Crahmaliuc and Crahma-
liuc (written communication, 1995, [23]) and Borcos and
Vlad [22].

The few published field studies on fracturing
above and around apexes indicate that, once
apexes are formed, the surrounding rocks may
be too hot to behave mechanically in the brittle
regime [12]. However, shortly after the apex for-
mation, lateral cooling from the host rocks should
enable brittle failure to occur around and above
the extremities of the apexes because they are
small in diameter. Previous theoretical work on
stress distribution around a prolate magma reser-
voir was done in the context of a pure elastic
regime for the host rocks (e.g. [11,24]), whereas
it is now recognized that thermal effects have to
be taken into account when considering rock
rheology. Heidrick and Titley [25] state that suc-
cessive heating and cooling stages in magmatic
systems may result in multiple fracturing events
in porphyry systems, and Titley et al. [26] show
that fracturing around porphyry stocks in Arizo-
na was episodic. Homogenization temperatures
derived from fluid-inclusion data on primary in-
clusions in each major vein type are greater than
300°C; at these temperatures, wall rocks could
behave in either the ductile or the brittle regime.
It is thus not surprising that field studies provide
no clear explanations on fracturing evolution for
these ‘brittle—ductile’ systems.

3. Development of corrugated roofs
3.1. Thermal convection and silicic magmas

Thermal convection in a silicic magma reservoir
provides an efficient means of enabling excess heat
to escape. It occurs as soon as the Rayleigh num-
ber (Ra) of the chamber exceeds a critical value
above which buoyancy effects dominate. The
Rayleigh number, which compares heat transport
resulting from gravity-driven motions to diffusive
mechanisms, is expressed by:

_ gaATH?
KV

Ra (1)
g is the acceleration due to gravity, a the coeffi-
cient of thermal expansion of the magma, AT the
temperature contrast between the horizontal
boundaries, H the thickness of the reservoir, x
the thermal diffusivity of the magma, and v its
kinematic viscosity.

The computed Ra for a 3-km-thick batholith
having a 500 K temperature contrast with the
embedding, a thermal expansion coefficient of
107> K™!, a thermal diffusivity of 107¢ m? s™!,
and a large kinematic viscosity of 10* m? s7!,
equals 10'!, which is clearly greater than the crit-
ical value below which no convection occurs

~10%). For thinner and colder batholiths, the
computed Ra still exceeds the critical value by
several orders of magnitude. A recent study deal-
ing with convective mechanisms below the Campi
Flegrei caldera [27] used realistic physical param-
eters giving Rayleigh numbers between 3.2x 10!
and 5.1 102,

When silicic magmas are emplaced in the shal-
low crust, cooling from the edges leads to crystal-
lization. This then provokes other interactions
with the thermal convection, such as increase of
the crystal and volatile content and thinning of
the convective layer (and thus decrease in the
Rayleigh number). The result is a complex behav-
ior due to the evolution of the thermal and me-
chanical properties of the magma-host rock sys-
tem with time.

Among the many geological systems in which
thermal convection plays a significant role, silicic
magma reservoirs are particular in that rheologi-
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Fig. 4. Model set-up for preliminary experiments on the as-
cent and emplacement of large reservoirs within the shallow
crust. The numerical grid consists of 200X 80 elements. The
upper surface condition is free, and isostatic restoring forces
are allowed at the bottom boundary. Constant velocities and
lithostatic pressures are assumed at the lateral boundaries.
Other details are given in [29].

cal variations are strongly involved during the
lifetime of the system. The thermal and mechan-
ical contrasts in high-viscosity silicic magmas are
much lower than in hot, low-viscosity magmas.
Thermal processes during the lifetime of a silicic
magma chamber result in a dramatic decrease in
rheological contrasts between the magma and its
host rocks. Coupling of thermal and mechanical
processes during magma ascent and emplacement
within the brittle-ductile upper crust may thus
induce geometric changes to the reservoir. Before
tackling the apex fracturing issue, therefore, we

Table 1

345

shall describe how plutonic apexes can be ex-
plained once a realistic rock rheology is taken
into account.

3.2. Modeling of the ascent of magma reservoirs
and morphologic instabilities

Some recent studies of large intrusive bodies of
igneous rock emplaced at shallow depths [28,29]
suggest that the large magma reservoirs may
have risen at a relatively high velocity (several
cm yr ! in the upper brittle crust), especially
when realistic rock rheologies are considered. In
terms of mechanics, reservoir roofs can be defined
by the brittle-ductile transition (BDT), whose
depth and precise geometry will depend on local
thermal and mechanical conditions [30].

We therefore performed preliminary modeling
tests for a diapiric-like context in order to shed
light on the BDT evolution when a rising magma
chamber encounters the upper brittle crust (see
Fig. 4 and Table 1 for initial and boundary con-
ditions). A large buoyant magma reservoir, with a
temperature sufficiently high to reproduce realistic
rheological contrasts between the magma and its
embeddings, starts to rise through the overlying
crust, whose rheology is also temperature- and
strain rate-dependent. Details on the numerical
algorithm and procedure are given in earlier pa-
pers [29,30] and in Appendix A. Fig. 5 shows the
result of a numerical experiment where a large
volume of light silicic magma rises through the

Rheological and physical parameters used in the modeling experiments

Parameter Upper crust Magma Lower crust Residual surface material
p (kg m™3) 2700 2400-2600 2800 2400

n 3 3 3 3

A (Pa™" s7h) 5%x10712 5%x10712 5%x10712 5%10712
H (J mol™) 2% 10° 2% 103 2%x10° 2x10°
A (Pa) 3x10%0 3x101° 3% 10 3x10%0
G (Pa) 3x 1010 3x 1010 3x 1010 3x 101
o (cohesion, Pa) 1x107 1x107 1x107 0

¢ (friction angle, °) 30 30 30 15

k (thermal conductivity, W m~! K1) 2.5 2.5 2.5 1.5

K (thermal diffusivity, m? s71) 107° 107° 10-¢ 107°

o (thermal expansion, 107> K1) 1073 107> 1073

The flow law parameters for soft quartzite, which closely represent those of upper crust granite [45], give a rheology closely
matching that of Westerly granite [51]. Other parameters come from [47].
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brittle-elasto-ductile crust. During its ascent, the
reservoir creates an extensional stress field and
thinning in the overlying crustal layers, thus in-
creasing the ascent velocity. The isotherms in Fig.
5 reveal the time evolution of the geometry of the
BDT, here supposed to be located between the
250 and 450°C isotherms. When the reservoir
reaches shallow depths, it may provoke the for-
mation of multiple localized zones of crustal ex-
tension, leading to local rises of magma and thus
local uplifts of isotherms, i.e. apex formation.
After approximately 550 k.y., one of the apexes
starts to grow faster than the others, and defor-
mation in the upper crust brittle layer becomes
almost entirely localized at its extremity. After
1.0 m.y., one uplift is well developed: average
heights of 4 and 5 km are measured for topo-
graphic differences in the 250 and 450°C iso-
therms, respectively. In this experiment, an exten-
sional field of 15 mm yr~' was imposed, but
several tests with no extension confirmed the de-
velopment of an irregular (undulated) upper
boundary. In all cases, roof topography (presence
of apexes) was obtained, regardless of the im-
posed regional tectonic regime. Since our calcula-
tions are two-dimensional, it is expected that sev-
eral such apexes would be triggered with real
(three-dimensional) silicic reservoirs, thus leading
to unevenly distributed peaks arising from a two-
directional corrugation of the upper surface.

3.3. Convection and crystallization below a
corrugated surface

From a dynamic standpoint, the BDT corre-
sponds to the transition from the solid conductive
part of the upper boundary layer to the ‘mushy’
zone, where fluids and crystals are intermixed
while remaining dynamically stable (e.g. [31]).
Laboratory and numerical experiments generally
deal with double-diffusive convection processes
that occur within the ‘mushy’ zone, and a planar
geometry is often assumed for the chamber roof.

Theoretical analyses of crystallization processes
in magma chambers have been tackled by a few
authors [32,33], and interactions between convec-
tion and solidification are generally studied by
laboratory experiments on binary melts [34-38].

Time =200 Kk.).
0.0 3.3e+02 6.5e+02

temperature [°C]

Fig. 5. Results from the first set of numerical experiments.
The temperature field is shown for different time steps. Ar-
rows indicate the velocity field (at time 200 k.y., the reservoir
rises at a mean velocity of 6 cm yr~!' and at time 1 m.y., the
maximum of apex velocity reaches 20 cm yr~!). Black and
white lines show the geometric evolution of the 450 and
250°C isotherms during magma ascent and emplacement.
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In most of these studies, the geometry of the
upper cold boundary is horizontal. As far as we
know, no theoretical or laboratory studies have
been made on crystallization processes below a
two-directional corrugated surface. In fact only
a very few authors have incorporated such corru-
gated surfaces within their theoretical or experi-
mental studies on thermal convection, but none of
these included crystallization processes [39,40]. As
pointed out by Davis [33], ‘the mathematical de-
scription of such coupled systems typically in-
volves 15 or 20 parameters..” and ‘even through
the description of the simplest system, only a par-
tial picture exists on how hydrodynamics and
morphological changes couple.” Consequently,

even if theoretical studies bring some fundamental
knowledge on such systems, we only can suggest —
at present — a few plausible mechanisms that
could explain the behavior and the evolution of
corrugated roofs of silicic magma chambers.

3.4. Scenario for the formation of plutonic apexes

Since most recent work on these particular ther-
mal interactions only deals with simplified cases in
terms of geological systems, it is difficult to apply
experimental laws or theoretical studies to the
thermal and mechanical interactions that take
place at silicic magma chamber roofs. In low-vis-
cosity magma chambers, the relief developed at

time
>

surface

Reservoir ascent
and emplacement

Convecting magma

(see Figure 5) 20 km
- Ascent begins - First central apex - Increasing - Undulated roof - Reservoir emplaced
- Stong horizontal ~ aspectratio - Emplacement begins - Apex formed
flow - Central apex
suppressed time >
Upper crust Local extension
Apex formation 6 é BDT /¢\ a
T~

Focusing of upwellings

Cooling

Crystallization

- Thin mushy layer
- Cooling of the apex
- High Rayleigh number

Solidification

TML

- Summit solidified BML: s
- Thicker mushy layer - Low Rayleigh number
- Lower Rayleigh number

FINAL STAGE

BDT = brittle-ductile transition OF CONVECTION
BML / TML = bottom / top of mushy layer time

>

Fig. 6. Scenario for successive processes promoting the genesis of plutonic apexes. Top: time evolution of magma reservoir em-
placement within the shallow crust, with incipient morphologic instabilities and apex development. Middle: role of the local ex-
tension field above the corrugated BDT. Bottom: thermal processes controlling apex formation, apex cooling, crystallization, and

decreasing convection.
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the bottom of the mushy layer [36] is of small
amplitude because viscosity contrasts are much
larger than in silicic magma reservoirs. Fig. 5
shows that during reservoir ascent, incipient un-
dulations on the reservoir roof appear unsteady.
When the ascent velocity of the reservoir de-
creases, a significant relief develops at around
5 km below the surface, and an extensional regime
establishes itself around the ‘thermal crests’. Once
the reservoir has reached its final level of emplace-
ment, cooling becomes more efficient. The corru-
gated upper surface, assumed to resemble the
BDT, separates brittle country rocks from the
silicic magma that is beginning to crystallize.
The apexes have risen to a few kilometers above
the ‘horizontal’ part of the chamber roof and,
because of their cusp-like geometry, cooling
from above and from the sides will quickly solid-
ify them. Meanwhile, the mushy layer develops
and follows the corrugated topography. As sug-
gested in the initial experiment, the presence of
morphologic instabilities at the top of the con-
vecting magma layer might focus convective mo-
tions towards specific locations; for example,
upwellings below ‘crests’ and downwellings below
‘troughs’. Cooling imposed by a thick mushy zone
would promote downwellings and crystallization,
whereas upwellings would melt part of the thinner
mushy zones, enhancing the local Rayleigh num-
ber and thus yielding a more pronounced relief
(Fig. 6).

4. Numerical experiments

In order to focus our study on porphyry depos-
its related to plutonic apexes, we performed nu-
merical tests on the conditions for fracturing
around small stocks of silicic magma (apexes).
Contrary to the experiment shown in Fig. 5, the
apex geometry is now predefined, allowing several
other parameters to be tested.

4.1. Algorithm and problem set-up
4.1.1. Algorithm

We modified the fully explicit time-marching
large-strain finite-element algorithm initially de-

T =10°C
one apex

free upper surface

UX ‘I' upper crust
1.5 km

... e
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56885868 08Y
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& & B
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Fig. 7. Numerical model set-up for predefined apex experi-
ments. See text for details.

veloped by Podladchidkov and Poliakov [41],
which is based on the well-known and heavily
documented FLAC® algorithm [42]. The use of
this algorithm on physically similar problems
(salt diapirism, magma chamber stability, rifting
models) is described in a number of articles
[30,41,43,44]. The code computes stress, velocity
and thermal fields versus time around the model
apex and its surroundings, reproduces the loca-
tion and the geometry of the faults in the brittle
layers, and predicts principal stress directions and
potential brittle failure zones.

4.1.2. Model geometry and structure.

The model presents one or two small magmatic
apexes connected to an underlying magma cham-
ber (Fig. 7). The model size (12.5 km X 20 km) is
limited by the high numerical resolution (100-
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200 m per grid element) needed to resolve fault
structures above the magma. Since the lowest
parts of the magma body should preserve a suffi-
cient amount of thermal energy during the char-
acteristic time spans of the numerical experiments,
and in order to obtain significant overpressures, it
is necessary to consider a large reservoir with high
thermal inertia. For this reason the model box
also includes the topmost 10 km of the crust.
The crust has a brittle-elasto-ductile rheology
with the physical parameters of a weak quartzite,
which represent those of upper crust granites [45].
The lower crust has the same rheology but a high-
er density (Table 1). The numerical grid consists
of 62X 101 elements. The initial element size is
200 m X200 m (100 elements per apex); 100 m
X 100 m elements were also used in high-resolu-
tion experiments.

4.1.3. Boundary and initial conditions

The upper surface is free with no limitations on
the stress and velocity components. At the bot-
tom, we impose a lithostatic pressure with free
slip in the horizontal direction, Winkler (i.e. hy-
drostatic) restoring forces are set in the vertical
direction, assuming slightly denser (+10 kg m™3)
material below the bottom. The lateral boundary
conditions are constant horizontal velocity, free
vertical slip, lithostatic pressure. When it is not
explicitly stated, the horizontal velocities are set
to zero (zero displacement).

The background geotherms for the initial crus-
tal thermal state were calculated using a conven-
tional half-space cooling model for continental
crust [46,47]. The initial apex is 350-420°C hotter
than the background, and is connected to the
magma reservoir at 3.5 km depth. Note that ab-
solute temperature and depth values for the
apexes are not crucial as long as the resulting
rheological contrasts between the apex and its
surroundings are high enough to reproduce phys-
ical conditions of thermo-mechanical interactions
(see below). In other words, it is not necessary to
consider higher (‘real’) magma temperatures or
deeper apexes for the thermo-mechanical prob-
lem. ‘Real’ temperatures are needed only for geo-
chemical implications, which are beyond the
scope of this study.

4.2. Scaling of rheological contrasts

The experiments were parameterized with mini-
mum rheological contrast, hereafter called R,
defined by the ratio of the minimum viscosity of
the country rock (for the initial background geo-
therms) and the minimum allowed viscosity value
of the magma (viscosity cut-off). The viscosity is
not limited from above, and so local viscosity
contrasts may be several orders of magnitude
higher than R,. The development of mechanical
instabilities requires R, = 10? and generally does
not change after R, >10° [48]. For this reason,
the value of R, was varied from 10° to 103,
whereas local viscosity contrasts reached 10°-
10°. These values are still smaller than those in
nature, but a higher R, would only help to re-
solve short-time and -length scale motions at the
expense of very time-consuming computations;
decreasing viscosity requires shorter numerical
steps. Conductive thermal transfer near the sur-
face is so high that the local effective viscosity is
controlled more by cooling than by the global R,
value. We shall later show that the major impact
of R, on the system behavior occurs in the range
10> <R, <10°.

Because the viscosity of a particular magma
depends on its exact composition, it is rather
difficult to define it ‘in general’; but it can be
very small compared to that of the host rock.
The time step of the numerical computations is
controlled by smallest allowed viscosity, but us-
ing ‘real’ magma viscosities for geological time
scale computations would make these impossibly
long. A common way to circumvent the problem
is to derive and use a minimum physically signifi-
cant viscosity value because the viscosity con-
trasts between host rock and magma are very
high (>10%). As soon as the flow stress in mag-
ma is 100-1000 smaller than that in the host
rock, it is useless to account for smaller viscosity
values since long time scale behavior of the sys-
tem will not change. To determine the optimal
minimum viscosity value for the experiments,
we gradually decreased the minimum value of
magma viscosity from 10! Pa s to 10'°® Pa s,
which implied a variation of R, from 10% to
10°. The maximal viscosity contrast values
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reached near the BDT zones were considerably
higher (10°-107).

4.3. A single apex

Having demonstrated the possible formation of
localized magma apexes as a result of thermo-me-
chanical instabilities at the interface between a
competent dense upper crust overlying a low-re-
sistant positively buoyant magma, we concen-
trated on the interaction between these apexes
and the brittle-ductile crust with varying R,,.

For the apex experiments, R, was first limited
to 102 (Fig. 8). The results show that extensional
stresses created by a positively buoyant magma
apex are sufficient to provoke the formation of
single or multiple cracks or faults at the top of
the apex, which then propagate directly to the
surface. For this low rheological contrast, there
is apparently no fracture network around the
apex, but only a single fracturing event.

In the next experiment (Fig. 9) the R, value
was twice as large (200). As shown by the inset
of the first time step (300 k.y.), which corresponds
to the numerical result of potential failure direc-
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Fig. 8. Effective shear stress (left) and strain rate (right) for
the experiment with a single predefined apex, and with a
minimum rheological contrast of 10?. Vertical and horizontal
scales are identical. Dashed line shows the location of the
apex margins. A single fracturing event is obtained. The
faulted zone connects the center of the apex summit to the
surface.
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Fig. 9. Experiment with a minimum rheological contrast of
2% 10%. A network of potential fractures is obtained (see the
inset at time 300 k.y.) around the edges of the apex. Distal
faults are obtained in the two first kilometers of the crust,
more than 1.0 m.y. after the first fracturing event.

tions, a broad zone of potential fractures develops
all around the edges of the apex, unlike in the
previous experiment. These potential fractures
are located mainly in the vicinity of the apex
but not at the surface. With time, the high strain
rate values are distributed above and around the
apex, promoting the development of a surround-
ing fracture network. Later stages of the system
development, as shown at 1.4 m.y., suggest the
possibility of distributed faulting at the surface,
located several kilometers away from the apex
borders.

In the next experiment set (Fig. 10) we de-
creased the lower viscosity limit to a R, value
of 103. The major difference with the previous
experiment can be attributed to the appearance
of a surface depression due to the low competence
of the ascending magma. This phenomenon is also
expressed by topographic shoulders above the
margins of the apex. A very low viscosity limit
for the magma (R, value of 10°) was also tested;
here the highest strain rate values were located
within the magma reservoir (low viscosity), and
fracturing of the upper crust may not occur.

The variations in fault occurrence and spacing
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observed in the experiments with increasing R,
may appear contradictory if we refer to the simple
boudinage theory, where viscosity of the ductile
lower layer controls fault spacing. In our study,
R, refers to a global value and not to a ductile
layer, so that the lowest viscosities are typically
observed far from the brittle layer, near the bot-
tom of the model. Increase in R, results in im-
proved heat exchange and in smaller rheological
contrasts near the surface. The other explanation
to this phenomenon is that the effect of gravity on
fault spacing increases with decreasing resistance
of the supporting layer and with increasing rela-
tive importance of the buoyancy forces.

4.4. Two apexes

The interaction between two spatially distrib-
uted apexes was studied in the next experiments
(Fig. 11) which, to test the evolution of brittle
deformation and to resolve second order frac-
tures, involved a two times finer numerical reso-
lution. These experiments considered a larger nu-
merical box (20 km in depth) and used a higher
temperature contrast for pluton and magma
(600°C). Although this choice allowed us to ac-
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Fig. 10. Experiment with a minimum rheological contrast of
10°. The lower magma viscosity creates a surface depression
(=500 m) right above the apex and two topographic shoul-
ders (+200 m) above the external margins of the apex.
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Fig. 11. a: High-resolution experiment with two apexes — ini-
tial stages. Case of a minimum rheological contrast of 2 10%,
Effective shear stress (left) and strain rate field (right). Only
one of the two apexes is faulted. b: Same results as for Fig.
11a are obtained with two tall apexes. See text for explana-
tions.
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count for uncertainties in the parameters of exper-
imental rheology laws, it should not be considered
as a more ‘realistic’ magma temperature, because
thermo-mechanical interaction is controlled by
the local rheological contrast and not by absolute
temperature values. In order to test the ability of
this geometry to break the upper crust, we chose a
R, value of 2 10*, for which a single apex is not
necessarily able to create potential fractures.

As can be seen, two apexes first provoke a
stress concentration above each summit, following
which the deformation starts to localize around a
single apex. Despite the apparent incipient frac-
turing above the apex on the right (Fig. 11a), a
single fault is sufficient to accommodate the
strain. We also tested the case of tall apexes
(6 km high) and found that the above results
were not changed: faulting of the upper crust is
focused over only one of the two apexes (Fig.
11b). This result is not surprising since thermo-
mechanical interactions are strongest near the sur-
face.

In nature, the fact that the systems choose one
apex to localize deformation may result from nat-
ural heterogeneities: the host rock over one of the
apexes may be either slightly weaker or the mag-
ma below it slightly faster, so that one fault first
localizes over this apex. As soon as this happens,
the stress field becomes redistributed to the detri-
ment of the possible simultaneous formation of a
second fault, which may form later. In the code,
heterogeneity in the material properties is mod-
eled via the introduction of a slightly arbitrary
(2% Gaussian noise) disturbed grid [41]. Such ar-
bitrary disturbance prevents neither the develop-
ment of symmetrical structures if the symmetry is
favored by the underlying physical processes, nor
the development of asymmetric structures in the
opposite case [30].

5. Discussion
5.1. Development of plutonic corrugations
Previous attempts to explain the development

of plutonic apexes have invoked degassing of the
reservoir and a clustering of volatiles at the top of

cupolas (small stocks) that are considered to be
pre-existing structures. Our preliminary calcula-
tions (Section 3) have shown that a significant
relief can be triggered at the roof of the reservoir
as soon as the reservoir aspect ratio exceeds five
(see also [29]). Local extension above the incipient
apexes promotes development of these topo-
graphic highs, which can extend several kilo-
meters into the upper crust. Since the mechanisms
occur before final emplacement of the reservoir,
thermal convection within the reservoir adapts to
the corrugated upper boundary, focusing upwel-
lings below the ‘thermal crests’ and downwellings
below the ‘thermal troughs’. Crystallization and
cooling from the sides of the apexes will then
contribute to a rapid solidification (Fig. 6).

In addition to the condition of a large aspect
ratio for the reservoir geometry, the reservoir as-
cent must be not too rapid — if the density and
temperature contrasts are too high, then thermo-
mechanical interactions will not result in a corru-
gated BDT because the entire reservoir will as-
cend rapidly towards the surface [29].

5.2. Apex fracturing and porphyry ore
deposits

Porphyry ore deposits related to plutonic
apexes fall into two main groups. With the first
group, the mineralization can be distributed
throughout a fracture network around and near
the flanks of the apex. Such stockworks (high
fracture density) were obtained in the numerical
experiments (Fig. 9) when the rheological contrast
between the magma and its host rock was not too
large. Stresses due to the light apex are thus ex-
erted all around the apex, resulting in an even
distribution of potential fractures. With the sec-
ond group, the mineralization is found in ‘breccia
pipes’ over the apex. In the experiments (Fig. 8)
this occurs with smaller rheological contrasts,
whereupon the stresses are focused towards the
center of the apex. This results in a narrow zone
of active faulting above the plutonic apexes. In
the event of a high rheological contrast (Fig.
10), the stresses will be distributed over a larger
distance than in the case of a stockwork forma-
tion; this can give rise to distal conjugate veins



L. Guillou-Frottier, E. Burov/ Earth and Planetary Science Letters 214 (2003) 341-356 353

and could account for other types of ore deposits
located close to a plutonic apex [49].

In the model where two apexes are close togeth-
er (Fig. 11), we find that only one is faulted, re-
gardless of vertical size. The experiments show
that a minimum distance must exist between two
apexes for fracturing to develop above both of
them. This result may account for some field
data where barren apexes are surrounded by min-
eralized ones. Because the tops of the apexes
(1.5 km in the models) correspond to the level
of the BDT, it seems that a distance of 2 km is
not sufficient for fracturing to occur above both
apexes. This is not surprising since the mechanics
of brittle layers predicts that, in the gravity field,
faults appear at a spacing about 1.25-1.75 greater
than the layer thickness, 4. This spacing depends
on the friction angle and ratio of bulk modulus to
lithostatic pressure at the bottom of the layer, pgh
[42]. The depth of the BDT, however, depends on
local thermal and mechanical conditions, and thus
apex summits can be located a few kilometers
deeper in the crust. In such cases, the distance
between two mineralized apexes would be ex-
pected to increase.

Our study being focused on the prediction and
analysis of fracture patterns formed above plu-
tonic apexes as a consequence of long-term ther-
mo-mechanical processes, post-plutonic effects
such as fluid circulation were not incorporated
in the model. Obviously, for a complete study of
the mineralization processes, hydrological and
chemical mechanisms would be required in addi-
tion to the thermo-mechanical mechanisms. But,
whereas faulting is an irreversible phenomenon,
fluid circulation can vary strongly with time. In
other words, apex-related fractures that are not
initially mineralized by fluid circulation, could be-
come so following dramatic changes in the mag-
ma dynamics (e.g. replenishment) and consequent
changes in the hydrological regime. Hydraulic
fracturing, however, is one of the short-term pro-
cesses that is not necessarily triggered by long-
term thermo-mechanical interactions. This is
why we consider it essential that the long time
scale fracturing conditions be first understood
through a rigorous analysis with appropriate ther-
mal and rheological parameters.

5.3. Time-dependent processes and regional effects

At the scale of a magmatic system that develops
corrugations before completing its ascent, we
must consider a number of mechanisms such as
thermal convection, location of the BDT, solid-
ification of apexes, and magma dynamics in gen-
eral, as time-dependent. Any of these processes
can strongly modify some of the results presented
above. However, once the reservoir is emplaced
and the apexes have begun to solidify through
crystallization, the fracturing processes will be
controlled mainly by local conditions and the geo-
metric features of the pluton. Consequently, we
believe that our results would be modified only
by large-scale phenomena such as changes in the
regional tectonic regime or changes in the regional
erosion rates — large-scale phenomena that may
indeed play a role in the development of corruga-
tions, but not necessarily in the fracturing phase
where local extension dominates. Questions con-
cerning the preferential tectonic regime for por-
phyry deposits might not be so important because
it is local extension (in addition to rheological
contrast) that governs the development and frac-
turing of plutonic apexes. We must emphasize
that the fracturing phase is ‘instantaneous’ com-
pared to the magmatic or regional processes, and
our results must be considered as ‘snapshots’ of a
long-lived system in which apexes have formed.

5.4. Further studies

Although morphologic instabilities were ob-
tained in our numerical experiments, the mag-
matic processes (crystallization, focusing of con-
vecting currents) were not included in the
calculations. Few laboratory experiments have
been dedicated to observing corrugations and
their effects on local heat transfer, and we suggest
that laboratory studies on magma dynamics with
a non-predefined reservoir geometry could help in
understanding the interactions between associated
thermal and mechanical processes. The most dif-
ficult part of such studies will be finding suitable
analog material to represent the brittle—elasto-
ductile crust; a real challenge for future laborato-
ry experiments dedicated to magma dynamics.
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Field studies clearly show that even though two
classes of fracturing can effectively be defined, i.e.
the ‘breccia’ type and the ‘stockwork’ type, the
timing of these events is not clear since the dy-
namic history of a magmatic system can lead to
both types of fracturing. A better knowledge of
the magmatic system history may thus help to
understand the timing of the fracturing events
above plutonic corrugations. However, despite
the fact that two regimes have been modeled
and compared with field observations, numerical
experiments cannot provide a detailed picture of
the fracture distribution and connectivity because,
at present, higher numerical resolution would re-
quire time-consuming calculations that we cannot
afford at the scale of the model.
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Appendix A. Numerical model

The two-dimensional numerical scheme was de-
veloped from the Paravoz code [41] based on the
FLAC® algorithm [42]. This code is a fully explic-
it time-marching large-strain Lagrangian algo-
rithm that solves the full Newtonian equations
of motion:

0 (Ou .
pa—t<g) —divo—pg =0 (A1)
coupled with constitutive equations such as:
Do ou

and with equations of heat transfer (advection is
computed together with the displacement field):

pCodT /3t + uV T—div(kVT)—H, =0 (A3)
and surface erosion:
ohs /3t—V (ke Vi) =0 (A4)

where u, o, g, k are the respective vector-matrix
terms for the displacement, stress, acceleration
due to body forces, and thermal conductivity.
The scalar terms ¢, p, C,, T, H., hs, ke, respec-
tively, designate the time, density, specific heat,
temperature, internal heat production, surface el-
evation, and coefficient of erosion. The terms 9/0z,
DIDt, F denote a time derivative, an objective
time derivative and a functional, respectively.

In the numerical scheme, the solution of the
equations of motion provides velocities at mesh
points from which it is possible to calculate ele-
ment strains. These strains are then used in the
constitutive relations to calculate element stresses
and equivalent forces, which form the basic input
for the next calculation cycle. The Lagrangian
coordinate mesh moves with the material; and
at each time step the new positions of the mesh
grid nodes are calculated and updated in large-
strain mode from the current velocity field using
an explicit procedure (two-stage Runge-Kutta).
To explicitly solve the governing equations, the
Paravoz (FLAC®) method uses a dynamic relax-
ation technique by introducing artificial masses in
the inertial system. The adaptive remeshing tech-
nique developed by Poliakov and Podladchikov
[41] enables large grid distortions to be handled.

The FLAC® method does not imply any inher-
ent rheology assumptions. The main interest in
this method refers to its ability to physically mod-
el highly unstable processes and handle strongly
non-linear rock rheologies. For each time step in
the explicit numerical scheme, the elastic, brittle
(plastic) and ductile rheology terms are evaluated
using explicit forms of the constitutive laws. The
total strain increment is calculated as a sum of
elastic, plastic and ductile strain increments. The
constitutive parameters we use for the elastic
rheology are E (Young’s modulus)=0.8 GPa
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and v (Poisson’s ratio) = 0.25. The brittle behavior
is modeled by Mohr-Coulomb plasticity with a
30° friction angle and 20 MPa cohesion [50]. At
high temperatures, the diffusion or dislocation
creeping flow is the dominant mechanism of de-
formation. This behavior is different from that of
a Newtonian fluid because the effective viscosity
of creeping fluid may vary within 10 orders of
magnitude even at adiabatic temperature condi-
tions. The constitutive relations take the form
[48]:

8,] = Agnflgijexp(—H/RT) (AS)

where &; is the strain rate, 0=(l0;0;)"/? is the
effective stress (second invariant of the deviatoric
stress), A is material parameter, n is the effective
stress exponent, H is the creep activation energy,
R is the universal gas constant. The variables A,
n, H describe the properties of a specific material
(Table 1).
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